Markov Chains

inition of a Mark

- Markowan property (Markov Process)

Definition:
A stochastic process is a Markov Process Iif a future state
depends only on the immediately preceding state.

/

Given that the current state is known, the conditional
probability of the next state depends only on the current state
and no way on the past.

* For discrete- state space and discrete-time stochastic process:
Conditional probability for the next state (x,, = x, ) given

The current state (x, , =Xx,,_;)
All state prior to the current state x

Pr{(x, =

tn-Z_x-
nI m-l_xn-l,... “xo} Pr{( == nI Xin-1— nj}
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Markov Chains

= Definition: A discrete-time Markov chain (Markov chain) is a
stochastic process with the following characteristics

1. A discrete state space

2. Markovian property

3. The one-step transition probabilities, p; , from time n to

time n+1 remain constant overtime (termed stationary

transition probabilities)
*Three- state Example

State transition
Diagram for
a simple
Markov chain

Transition
matrix,
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Markov Chains

1ntion of 2a Markc A1l
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= Transition Probabilities
Probability of moving from state j at time -7 to state jattime tis
known as the one-step transition probability (p;)

B2 ., =1, 2 t=0, D
> p;=1Vi=1,2,..n
j=1

pij ZO,V(i, j)=1,2,...n

The Matrix notation is a convenient way to summarize the one
step transition probabilities

Pnu P2 Pz --- pln\

pln
v
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Markov Chains

Example (Machlne Malntenance) The condltlon of a machme
at the time of the monthly preventive maintenance is poor,
fair, or good. For month t, the stochastic process for this

situation can be represented as ;

0, 1f the condition is poor

1, if the condition 1s fair

The random variable X, is finite

Prof. Dr. Mohammad D. AL-That

2,1t the condition 1s good
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Markov Chains

11tion of a Markc

T -~ - .-~ | —— . R

System State S: Describes the attributes at some point in time

’ " ‘ lime, t

Automated
Teller Machine
(ATM) Example

State s, at time t

State Space S

S=4{3, 2 3..} infinite
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Markov Chains

Job Shop Example Jobs arrive randomly at a shop at the rate
of 5 jobs per hour. The arrival process follows a Poisson
distribution, which, theoretically, allows any number of jobs to
arrive at the shop during the time interval (0, t). The infinite-

state processes describing the number of arriving jobs is
A0=10, 1, 2,..:5,0>0.

Definition

Let x, be a random variable that characterizes the state of the
system at a discrete points of time t =1, 2, . . . . The family of
random variables {X,} form a stochastic process with a finite or

infinite number of state
* Definition: a stochastic process is a collection of random

variables {x, ={x,,x, X, }}, where t is a time index that takes
values from a given set T
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Markov Chains
* Defini < (

Example 17.1-3: The Gardener Problem

Every year, during the March-through-September growing
season, a gardener uses a chemical test to check soil condition.
Depending on the outcome of the soil test, productivity for the
new season can be one of three states: (1) good, (2) fair, and (3)
poor. Over the year, the gardener has observed that last year’s

soil condition impacts current year’s productivity.

If this year’s soil condition is good, there is a 0.2 chance it will
not change next year, and a 0.5 chance it will be fair.

If this year’s soil condition is fair, there is a 0.5 chance it will not
change next year, and a 0.5 chance it will be poor.

If this year s soil condition 1s poor, there i

1Seqial (IQ% hance it will
At . v = 5
not change next year. o o = 1
v h o,%

Described this Situaﬁon das a MarkOV Chain (Construct the one step transition matrix)

Prof. Dr. Mohammad D. AL-That /] May 2022 12:12 PM Industrial Engineering Department
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Example 17.1-3: The Gardener Problem

three states: (1) good, (2) fair, and (3) poor. If this year’s soil

condition is good, there is a 0.2 chance it will not change next
ear, and a 0.5 chance it will be fair.

If this year’s soil condition is fair, there is a 0.5 chance it will not

change next year, and a 0.5 chance it will be poor.

If this year’s soil condition is poor, there is a 100% chance it will

ns Research

Operatio

not change next year.
Described this Situation aS a MarkOV Chain (Construct the one step transition matrix)

State of the system next year -

i \ O
State of the

g o (09— )5 =() 3 ~
TR e | 0.0.40s500"5 5
\Spoor \OO 0.0 10/

ictic

lgood  2fair 3poor

year
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i3yl \&Chapter 17: Absolute and n-step transition probabilities

Chapman-Kolomogorov mathematics (equations)
- Initial probability matrix P% it is an identity matrix

- One step transition probability matrix P! and
- n-step transition probability matrix(n=2,.3.4.5,6 .... n)

State of the systemnext year \ l)l — POP g

3\
State of the

2 1
PO — BP0 0.0 0.0) R =P

system this 2fair 0.0 1,0 O_O P3 = PZP
3 poor \0.0 0.0 1.0)

( lgood 2farr  3poor

year

State of thesystemnext year

( :
l1good 2far  3poor n _ pn-l
State of the P = P P

pl_ 0.0 05,03
system this 00 05 05 alld

0.0 0.0 1.0 =P

year
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Epimpdl N\ hapter 17: Absolute and n-step transition probabilities

Example 17.2-3: The Gardener Problem
The following matrix applies to the gardener problem with
fertilizer (Example 17.1_3) / State of the system next year

lgood  2fair 3poor "
B | 15000, (030" 0,60 0.10)
0. 10 0,00 “0'g

year
\3poor \005 040 055//

The initial condition of the soil is good. Determine the absolute
probabilities of the three states of the system after 1, 2, and 3

gardening season. /?
g f p
a" good > j=g[0.3 0.6 0.1] »

| R p )
: [” ] g f p _|g (030 060 0.10 gu p
(\d) -= ] . = k- ﬁﬁ q - g
a? good — j=[a" good - j|[P1=g[0.3 06 0.1 ¢ [ 0 060 030||=8[0-155 0.58 0.265]
p (005 040 055)

Prof. Dr. Mohammad D. AL-That 30 May 2022 12:17 PM Industrial Engineering Department




Examplo 17.2-3: The Gardener Problem
The following matrix applies to the gardener problem with

fertilizer (Example 17.1-3)

State of the

=

system this

(

year

1good

2fair

\ 3poor

State of the system next year

lgood  2fair 3poor "
(0130060 0.10)
0.10 0.60 0.30

QUEUS RSO 005 | )

The initial condition of the soil is good. Determine the absolute
probabilities of the three states of the system after 1, 2, 4, 8,
and 16 gardening season.

g f p
a" good— j=g[0.3 0.6 O.l]:Stategood vectorin [p]

Prof. Dr. Mohammad D. AL-That 30 May 2022
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x,sh)}ll @w 1. LT ) ey
, N hapter 17: Absolute and n-step transition probabilities

Example 17.2-3: The Gardener Problem
The following matrix applies to the gardener problem with
fertiliz er (Example 17. 1_3) State of the system next year

( lgood  2fair 3poor

| (08307 0:60° 0:10)
BN SEST0 10 0.60 U0

\

L (0.05 040 0.55)

The initial condition of the soil is good. Determine the absolute
probabilities of the three states of the system after 1, 2, 4, 8,

and 16 gardening season.
& S (0155 0.580 0.265)

pRIUS™ 0040 0.355

i . - f % N UIUYe 2T T 0aY 0. a2 )
a'*' good —» j=g[0.155 0.58 0.265]:Stateg°°d vector in [p]°

Prof. Dr. Mohammad D. AL-That 30 May 2022 12:25 PM Industrial Engineering Department



B Markov Chains

; Yy
i’*"'h)m \&2C hapter 17: Absolute and n-step transition probabilities

Example 17.2-3: The Gardener Problem
The following matrix applies to the gardener problem with
fertilil er (Example 17.1_3) State of the system next year

( lgood  2fair 3poor "

o (030 0.60 0.10)

Pl 8 1good

R R——T0 10 0.60 U050

= \3poor kOOS 040 055/)

The initial condition of the soil is good. Determine the absolute
probabilities of the three states of the system after 1, 2, 4, 8,

and 16 gardening season.
I 5 5 (0.1068 0.5330 0.3603)

PRvZ5™ 0.,265 03713

g f p (0.0995 0.5219 0.3786,
a'*)good - j=g[0.1068 0.5330 0.3603]: State 4 vector in [p]’

Prof. Dr. Mohammad D. AL-That 30 May 2022 12:24 PM Industrial Engineering Department
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. Sai WEE &’Cha ter 17: Absolute and n-step transition probabilities

Example 17.2-3: The Gardener Problem
The following matrix applies to the gardener problem with
fertiliz er (Example 17.1_3) State of the system next year

f lgood  2fair 3poor "

BAT | 1.0 (03307060 0.10)
BERESSEG 10 0.60 " U'S0

| (0.05 040 0.55)

The initial condition of the soil is good. Determine the absolute
probabilities of the three states of the system after 1, 2, 4, 8,
and 16 gardening season. (0.101753 0.525514 0.372733
0.101702 0.525435 0.372863
(0.101669 0.525384 0.372863

g f p
a'® good - j=g[0.101753  0.525514 0.372733 ]:State ,, vector in [p]’

Prof. Dr. Mohammad D. AL-That 30 May 2022 12:26 PM Industrial Engineering Department
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dg3 )yl \S=Chapter 17: Absolute and n-step transition probabilities

Example 17.2-3: The Gardener Problem
The following matrix applies to the gardener problem with
fertilizer (Example 17.1_3) State of the system next year

G lgood  2fair 3poor

A

State of the

il ood (0.30  0.60 0.10)
EERNWERST) 10 0.60 0S¢
" e (0.05 040 0.55,

/

The initial condition of the soil is good. Determine the absolute
probabilities of the three states of the system after 1, 2, 4, 8,

and 16 gardening season. _(0.101659 052454 0372881\

P =[0.101659 0.52454 0.372881
(0.101659 0.525354 0.372881,
g f p

a' good - j=g[0.101659 0.52454 0.372881]:State , vector in [p]'°

Prof. Dr. Mohammad D. AL-That 30 May 2022 12:26 PM Industrial Engineering Department
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. Biir il \&2C hapter 17: Absolute and n-step transition probabilities

Example 17.2-3: The Gardener Problem
The following matrix applies to the gardener problem with

fertilizer (Example 17.1-3)

State of the

P! =

system this

year

If the initial condition of the soil is good- that is
1. Write down the initial transition probability vector from

the good state to all other possible states (after 0 step).

Lt —
a® good > j=g[l 0 0]
2. Write down the transition probability vector from the good

state to all other possible states after 1 step.
30 May 2022 12:28 PM Industrial Engineering Department

Prof. Dr. Mohammad D. AL-That

,

1good

2fair

\3poor

State of the system next year

1good  2fair 3poor y -

(0.30 0.60 0.10"
0.10 0.60 0.30

perations

(0.05 040 0.55)

bilistic
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Markov Chains

i‘”k)m \’(ha ter 17: Absolute and n-step transition probabilities

Example 17.2-3: The Gardener Problem

1. Write down the initial transition probability vector from
the good state to all other possible states (after 0 step).

2. Write down the transition probability vector from the good
state to all other possible states after 1 step.

a'°'good——>j=g[il 0 8]

/ g f p
2" good > j=/a"" good > jjP1=g[l 0 Ol ; |00 060 030||=2[03 06 0]

(p \0.05 0.40 0.55))
Compute the transition probability vector from the good
state to all other possible states after 2 step.

| gt p
a" good— j=g[0.3 0.6 0.1]

g f P )

; " g f p |g (030 060 0.10 g f p
a"'good—>j=[a“good—»jl[P]=g[0.3 0.6 o.1|.f TR =g[0.155 0.58 0.265]

'p 10.05 0.40 0.55,|

Prof. Dr. Mohammad D. AL-That 30 May 2022 12:28 PM Industrial Engineering Department
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x*“h)m N\&2C hapter 17: Absolute and n-step transition probabilities

Example 17.2-3: The Gardener Problem

4. Compute the transition probability vector from the good

state to all other poss1ble states after 3 step.

g
*) good - j=g[0.155 oss 0°6s]

ey = - e
5 good -» j=[a® good -» j|[P1=g[0.155 0.58 0.265]| > S
s i | S e et ‘[f 0.10 0.60 0.30

0.05 0.40 0.55))

- f P
=g[0.1178 0.5470 0.3353]

P
S. Compute the transition probability vector from the good
state to all other possible states after 4 step.

good far poor
= ¢ (0.1068 0.5330 0.3603)

0.30 0.60 0.10
a¥) good > j=|a" good > j|[P]=(0.1178 0.547 0.3353| 0.10 0.60 0.30
0.05 0.40 0.55

%Y

(i EL - CCM‘I”/L
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| Markov Chains
&pimpdl N\« hapter 17: Absolute and n-step transition probabilities

Example 17.2-3: The Gardener
Problem

4. A Spreadsheet for computing
the transition probability
vector from the good state to
all other possible states after
infinite number of step (19

step).

Note that after step 10 the
vector does not changed

Prof. Dr. Mohammad D. AL-That 30 May 2022

Season

oo NOOTUVE WNR=RO

b b b b ek b b e
O N UV HE WN = O

19
12:29 PM

Good

1.0000
0.3000
0.1550
0.1178
0.1068
0.1033
0.1022
0.1019
0.1018
0.1017
0.1017
0.1017
0.1017
0.1017
0.1017
0.1017
0.1017
0.1017
0.1017
0.1017

Industrial Engineering Department

Fair

0.0000
0.6000
0.5800
0.5470
0.5330
0.5279
0.5263
0.5257
0.5255
0.5255
0.5254
0.5254
0.5254
0.5254
0.5254
0.5254
0.5254
0.5254
0.5254
0.5254

Poor

0.0000
0.1000
0.2650
0.3353
0.3603
0.3687
0.3715
0.3724
0.3727
0.3728
0.3729
0.3729
0.3729
0.3729
0.3729
0.3729
0.3729
0.3729
0.3729
0.3729

Sum

N Y " Y S Gy Sy S gy Y

[
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- Markov Chains

T - R
NeZChapter 17: Steady state probabilities and return time

After many steps, the system reaches the steady-state
condition, where: -
a® good - j=g[0.155 0.58 0.263]

| g f p
f p_lg (030 0.60 o.1o] g f p

e

53rw;6<
6. Compute the steady stat transmon probablllty vector from

the good state to all Other possible states
P

T, =0.3x,+0.17,+0.05x,
X, =0.6m,+0.67,+0.4 7,
nt,=0.1n,+0.37,+0.55 ,

ss'” good = j= g[fr T, )

f |0.10 0.60 0.30
p OO'* 0.40 0.55

=0.1017;

e — U.024,
Ty =T, =0.3729

= good

n, =T

T,+n,+7, =1 (n)
@(0\0 - "Good—n = Ll_r)naGood—u

Prof. Dr. Mohammad D. AL-That 30 May 2022 12:31 PM Industrial Engineering Department



Lealo I Y Markov Chains
i)l @/(ha ter 17: Steady state probabilities and return time
The steady state probabilities are defined as:

T, =lima}”,j=0,1,24

N —>0
These probabilities are independent of [aj(o)], can be

determined from the equation:

L 7rPi

The expected number of transitions before the system returns
to a state j for the first time is known as the mean first return
time or the mean recurrence fime, computed from the equation:

Prof. Dr. Mohammad D. AL-That 30 May 2022 12:33 PM Industrial Engineering Department
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el R Markov Chains

. g sl N2 Chapter 17: Steady state probabilities and return time

Kor the gardener problem with fertilizer, The mean first return
times (season) are computed as ~

7y =01017, 7,, =0.5254, 7, = 03729 1
= s, - - i 3 -
B NIl e gmpsy Mo — 0300 il I
The garden needs 2 bags of fertilizer if the soil is good. The (;j;‘
amount is increased by 25% if the soil is fair and 60% if the o
soil is poor. The cost of the fertilizer is $50 per bag. Estimate “
the seasonal expected cost of fertilizer b@@ e OP-L ¢ :\'@9@9 Y :
= 2x$50 x 7, + (1.25x2)x $50 x 77, + (1.6 x 2)x $50 x 7 Pk fa

= 2x$50x0.1017 + (1.25 x2)x$50 x 0.5254 + (1.6 x2)x $50 x 0.3729

= CGlekion 2

Prof. Dr. Mohammad D. AL-That 30 May 2022 12:34 PM Industrial Engineering Department



A simpler way to determine the mean first for all the states in
an m-transition matrix, P, is to use the following

a:_‘: R.(_:““ ;._‘ ‘_

‘pij :(I_Nj)_l 1,j#1i

- I (n-1) identity matrix
-N j- transition matrix P less its j" row and j" column of target state j

c Operation

- 1 (m-1 ) column vector with all elements equal to 1

State of the system next year

anmple 1 7°5'1 lgood  2fair 3poor .

Consider the gardener | State of the 030 0.60 0.10)
0.10 0.60 0.30

Markov chain with L —
fertilizers once again

g 0.05 0.40 0.55,

Prof. Dr. Mohammad D. AL-That 30 May 2022 12:35 PM Industrial Engineering Department
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x,.ul@'gj viarkov € hains

\ 2 ®
Y - Y,
&=~/ ©
- '-I

L
da

l - o
| = (0-N;) ' 1, =i
- I: (m-1) identity matrix

Reses

- N.: transition matrix P less its ;" row and j* column of target state j
j J J 8 J
- 1 (m-1 ) column vector with all elements equal to 1
Example 17.5-1 State of the system next year *
Consider the gardener e A lkood  2fair  3poor | | &
k . N N0 N 1N O
Markov chain with P! = 1good (0360760010 O
e : tem thi =
fertilizers once again ~ % 0/10 0.60 030 |||~
year t
\3poor \O 05 O 40 055/) fe
Consider the passage from states 2 and 3 tq state 1, thus; =1,i=2,3 d
= — = .
= X
i, | (1 0] [0.60 o. 307" (1] [12.50
w, | |0 1| [040 055 [1] [13.34 7
It takes 12.5 season on average to pass from fair to good soil, and 13.34 season to pass from bad to good soil L

Prof. Dr. Mohammad D. AL-That 30 May 2022 12:36 PM Industrial Engineering Department



Markov Chains

d d é 4
S B T OB N O L TN TSN, A I K K K W~

e T e e =

-l @ ©
o = (0-N,) " 1, j i
- I: (n-1) identity matrix
- N;: transition matrix P less its J™" row and j™ column of target state j

- 1 (m-1 ) column vector with all elements equal to 1
Example 17,5-1 State of the system next year

Consider the gardener
State of the

Markov chain with P! = 0.30 0.60 0.10°

o b - system this
fertilizers once again

Similarly o Al (005 040 0.55,
Consider the passage from states 1 and 3 tp state 2, thus j=2,i=1,3
. - ] e

1 0] [030 0.10]) [1] [1.77
n,| [0 1] |0.05 055 g

It takes 1.77 season on average to pass from good to fair soil, and 2.41 season to pass from poor to fair soil

— — —

IE 0960552 Probabilistic Operations Research
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=Ll Discrete-Time Markov Chain (DTMC)
Zasy¥l @D The Game of Craps

N
o.M ‘ib‘}éﬂ'

The player rolis a pair of dice and sums the numbers showing. A total of 7 or 11 on the firs
roll wins for player, whereas a total of 2, 3, or 12 loses. Any other number is called the point
The player then rolis the dice again. If she rolls the point number, she wins. If she throws a 7
she loses. Any other number requires another roll. The process continues until eithera 7 o

the point is thrown. |
Construct the state transition network and the transition matrix for the game. .

not(4,7) not(5,7) not(6,7) not(8,7) not(9,7) not(10,7)

oe

Arc

o, v
Node — @—&
Event (state) (7, 11) @

Prof. Dr. Mohammad D. Al-Tahat 15 December 2020  11:34 AM  Industrial Engineering Department



il Discrete-Time Markov Chain (DTMC)
iyl @) The Game of Craps

= Probability of throwing a 7 is 6/36 = 0.167
* Probability of throwing a 11 1s 2/36 = 0.056
* Probability of throwing a 7 or 11 is 6/36 + 2/36 = 0.222 = probability of win from first time =p,,

not(4,7) not(5,7) not(6,7) not(8,7) not(9,7) not(10,7)

Prof. Dr. Mohammad D. Al-Tahat 15 December 2020 11:51 AM  Industnal Engineering Department



xnulf;i:‘?e)’Discrete-'l'lme Markov Chain (DTMC)
ks LS The Game of Craps

If the current state is S
= Probability of throwing a 7 is 6/36 = 0.167
= Probability of throwing a 11 is 2/36 = 0.056

* Probability of throwing a 7 or 11 1s 6/36 + 2/36 = 0.222 = probability of win =p ..
= Probability of Lose = p ., = Pr{2} or pr{3} or pr{12} = 1/36 + 2/36 + 1/36 = 4/36 = 0.111
* P py = 3136 = 0.083 Similarly: pg ,c = 4/36 = 0.1, pg p, = 0.139, p¢ 0= 0139, Pg ,, = 0.111,

‘ PS, PM=0'033 not(4,7) not(5,7) not(6,7) not(8,7) not(9,7) not(10,7)

S W L P4 P5 P6 P38 o e 10
$[0.00 0.222 0.111 0.083 0.111 0.139 0.139 0.111 0.083|=Star tvector =q.,.

L
Prof. Dr. Mohammad D. Al-Tahat 15 December 2020 11:54 AM  Industrial Engineering Department



—

iyl 557 Discrete-Time Markov Chain (DTMC)
1yl \ @) The Game of Craps

If the current state 1s P4

* Probability of Win is the pr {4} = p,, , = 3/36 = 0.083

* Probability of Lose =p,,_ , = Pr{7} = 6/36 = 0.167

* Ppys=1-pr{d)-pri7}=1-pp, ;—Pp,y = 1-0.083 — 0.167 = 0.75
" Ppys= 0.0forallf={S, PS5, P6, P8, P9, P10}

not(4,7) not(5,7) not(6,7) not(8,7) not(9,7) not(10,7)

S W L P4 PS5 P6 P8 P9 P10
P4[0.0 0.083 0.167 0.750 0.000 0.000 0.000 0.000 0.000]=P4 vector=qp,(Roll1)

Prof. Dr. Mnhaﬁ:mad D. Al-Tahat 15 December 2020 11:57 AM  Industrial Engineering Department



RralyJU S50

{ \

The Game of Craps

&phﬂl \.._/) Identify absorbing and transient states ?

Prof. Dr. Mohammad D. Al-Tahat 15 December 2020

Similarly: the collection of the transition probabilities forms the shown
transition matrix P which, along with the state definitions, completely describes
the Markov chain

S
W
L

O OO0 0 O O OO o oW

W

1

0
0.083
0.111
0.139
0.139
0.111
0.083

L P4 P5 P6 P8 P9 P10
0.222 0.111 0.083 0.111 0.13% 0.139 0.111 0.083

0 0 0 0 0 0 0

1 0 0 0 0 0 0
0.167 0.75 0 0 0 0 0
0167 0 0722 0 0 0 0
0167 0 0 0694 0 0 0
0167 O 0 0 0694 0 0
0.167 0 0 0 0 0722 0
0.167 0 0 0 0 0 0.750

Win and Lose are absorbing states signaling that the game is Over. Probability
of 1 of the main diagonal for these two states.

The other states are transient states.

Probability that a particular absorbing state will ultimately be reached.

12:04 PM
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Kealall 55 )f The Game of Craps
iy \&%/ Find the Absorbing State Probabilities ?
S P4 PS5 P6 P8 P9 P10 e
S| 0 0.083 0111 0.139 0.139 0.111 0.083 0.222 0.111 |
W| 0 0 0 0 0 0 0 1 0
Sl 0 0 0 0 0 0 0 1
P4 0 0.75 0 0 0 0 0 0.083 0.167
P=P5| 0 0 0.722 0 0 0 0 0.111 0.167
P6| 0 0 0 0.694 0 0 0 0.139 0.167
S —————
' : ; Win Lose
P10| O 0 0 0 0 0 0.750 0.083 0.167 [0.493  0.507 |Start
0.333 0.667 | P4
0.400 0.600 | PS5
Q=|0455 0.545| P6
0.455 0.545| PS8
0.400 0.600 | P9
10.333 0.667 | P10
= the probability that The
system will pass to
absorbing state | if it begins
In transient state 1.
Prof. Dr. Mohammad D. Al-Tahat 15 December 2020 12:06 PM  Industrial Engineering Department



The Game of Craps
Find the Absorbing State Probabilities ?

| P-

2

Prof. Dr. Mohammad D. Al-Tahat 15 December 2020

P10

S
P4
PS5
P6
P8
P9

P10

W

=

—

=y
f‘_:".

=

S P4 P5 P6 P8 P9 P10
0 0.083 0.111 0.139 0.139 0.111 0.083 0.222
0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0.75 0 0 0 0 0 0.

0 0 0.722 0 0 0 0 0.11
0 0 0 0.694 0 0 0 0.

0 0 0 0 0.694 0 0 0.139
0 0 0 0 0 0.722 0 0.111
0 0 0 0 0 0 0.750 0.083

S P4 P5 P6 P8 P9 P10 W
0 0.083 0.111 0.139 0.139 0.111 0.083 0.227
0 0.75 0 0 0 0 0 0.083
0 0 0.722 0 0 0 0 0.111
0 0 0 0.694 0 0 0 0.139
0 0 0 0 0.694 0 0 0.139
0 0 0 0 0 0.722 0 0.111
0 0 0 0 0 0 0.750 0.083
0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0

L
0.111
0.167
0.167
0.167
0.167
0.167
0./67

0

|

Zeros

. [Transient Absnrbing}

Identity

Q=[I-S]'T

Win

0.493

0.333
0.400
0.455
0.455
0.400

Lose

0.507

0.667
0.600
0.545
0.545
0.600

Start
P4
P5
P6
P8
P9

P10

—

0.333 0.667 |

“= the probability that The

system will pass to
absorbing state | if it begins
in transient state 1.

-
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EAN | The Game of Craps
, Multi Step Transitions Probabilities

. ':, Y
: N
."._

I*‘,a:)m (Q““ /

» |s the probability that the system will be in state | after n periods given the state of the
current period

= The Transition Matrix P provides direct information about one step transition probabilities.
= P can be used to calculate the probabilities for transitions involving more than one steps (n)

= The n step transition matrix P(") gives the n step transition probability from each state to
every other state
= |n general the n step transition matrix is define as:

P = P(n-1) P ( Derived from Chapman- Kolmogorov (C-K) equation)
= The n step transition probability p™; ; is element of P("
= After five rolls of the game of Craps the 5- step Transition matrix is:

P(6) = P4 P = PG) PP = P2 PPP = PPPPP
S W L P4 P5 P6 P8 P9 P10

S0 022 0111 0.083 0.11 0.139 0.439 0.111 0.083] g s(1)
W L0 qee gt SRRSO, 0 | e sl
LS 1) 0 1 0 0 0 0 0 0 q.s(1)
PA| 0 0083 0167 075 0 0 0 O 0 [qpss(1)
Where:o1_ps| o 0411 0467 0 0722 0 0 0 0 [qpss(1)
: : : P5, S
PEIT0" 0439 0.167 0. 0.+ 0:604 (hausnsg=sro==2r1)
P8/ 0 0139 0167 0 O 0 0694 0 0 |qpss(1)
PO| 0 0111 0167 0 0 0 0 0722 0 |Qpss(1)
P10[ 0 0083 0167 0 0 0 0 0 0.750 qp0s(1)

Prof. Dr. Mohammad D. Al-Tahat 15 December 2020 12:11 PM  Industrial Engineering Department



mwlm; Markov Chains
dasmpSLNEDS ster 17: Absolute and n-step transitior

Write down the initial transition probability vector from
the good state to all other possible states (after 0 step).
P4

S W PS P6 P8 P9 PI0
a... (0)=S[1.00 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000|Roll 0

Write down the transition probability vector from the start

state to all other possible states after 1 step.
S W L P4 P5 P6 P8 P9 P10
0 02222 0.1111 0.0833 0.1111 0.1389 0.1389 0.1111 0.0833
0 1 0 0 0 0 0
| 0 1 0 0 0
P4| 0 00833 0.1667 0.75 0 0
a¥ =a“P' =(1.0,0,0.0,00,00P=P5| 0 0.1111 0.1667 0 07222 0
0
0
0
0

S
“7

P6 0.1389 0.1667 0 0.694
P8 0.1389 0.1667
P9

(= B = B — B — B =

0 0.6944

0
0.1111 0.1667 0 0
0.0833 0.1667 0

0

S W L P4 PS5 P6 P8 P9

Prof. Dr. Mohammad D. Al-Tahat 23 May 2022 11:59 AM Industrial Engineering Department
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3. Compute the transition probability vector from the start
state to all other possible states after 2 step.

S Y L P4 P5 P6 P8 P9 .
02222 0.1111 0.0833 0.1111 0.1389 0.1389 0.1111 0.0833
1 0 0 0 0 0
0 1 0 0 0
0 0

S
\\Y
L
P4

)

P6

P8 | 0.6944

ﬁ
o o e 1 o) a
(

R ™
ey [
- e . -

P9 |
P10|

0

0

0 0

0 0
a® =2 P =(0,0.2222,0.1111,0.0833,0.1111,0.1389,0.1389,0.1111,0.0833 P= P5| 0 0 0

0 0

0 0

0

0

P Y
-

Yl s 3 P4 PS5 P6 P8 P9 PI0
=S[0.00 0299 0222 0063 0080 009 009 0080 0.063]

Prof. Dr. Mohammad D. Al-Tahat 23 May 2022 12:01 PM Industrial Engineering Department




4. Compute the transition probability vector from the start

state to all other possible states after 3 step.

) S L P4 _ESEPGEE P8 P9 P10
a® =a®P' =S[0.00 0.299 0222 0.063 0.080 0.096 0.096 0.080 0.063||P]

ST P S SRe... P8 P9 P10
=5[0.354 0.302 0.047 0.058 0.080 0.067 0.067 0.058 0.047]

S. Compute the transition probability vector from the start
state to all other possible states after 4 step.

S W L P4 PSP PR P9 ~-PID
a® =a® P' =S[0.354 0.302 0.047 0.058 0.080 0.067 0.067 0.058 0.047|P]

Operations Research - |
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Markov Chains

Transition probability vector from the start state to all other
possible states after infinite number of step (23 step).

Rolls start w L P6 P10 Sum
1.0000
0.9999
0.9999
0.9999

0.9993 The probability that

0.9999

0.9999 the system will be in

o the state p6 after 14

0.9999

0.9999 rolls given that the

0.9999

e current time Is zero
oeting and the current state

0.9999
0.9999 Is start is 0.0012
0.9999 - e ———— —
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9959
0.9999
0.9999
0.9999
0.999

0.9999

0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000

W oum o
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o O O 0
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o
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P
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o
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o
o
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-
R
o

w
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=
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o
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»
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0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
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0.0000
0.0000
0.0000
0.0

0.0000
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A B C D E F
1
2
3
4
S
6
- S W__L_ P4 P5__P6 P8_ P9 PI0
S0 02222 0.1111 0.0833 0.1111 0.1389 0.1389 0.1111 0.0837
8 wio 1 0 0 0 0 0 0 0 |
o L0 0 | 0 0 0 0 0 0
10 P4. 0 0.0833 0.1667 0.75 0 0 0 0 0
11 P=DP5| 0 0.1111 0.1667 0 07222 0 0 0 0
P6| 0 0.1389 0.1667 0 0 0694 0 0 0
12 P8| 0 0.1389 0.1667 0 0 0 06944 O 0
13 P9| 0 0.1111 0.1667 © 0 0 0 07222 0 |
14 P10 0 0.0833 0.1667 0 0 0 0 0 0.750)
15
16
17
18
19
20
- G
Ready [ P Accessibility: Investigate

G H

Steps

Rolls start
0 1.0000
1 0.0000
2 @ 0.0000
3 0.0000
a 0.0000
5 0.0000
6 0.0000
7 0.0000
8 0.0000
9 0.0000
10 0.0000
11 0.0000
12 0.0000
13 0.0000
14 0.0000
15 0.0000
16 0.0000
17 N _nnonn

W
0.0000
0.2222
0.2994
0.3544
0.3937
0.4217
0.4418
0.4562
0.4665
0.4739
0.47952
0.4830
0.4857
0.4877
0.4891
0.4502

0.4909
N 4asia

L
0.0000
0.1111
0.2222
0.3020
0.3592
0.4004
0.4300
0.4514
0.4668
0.4779
0.4859
0.4917
0.4959
0.4990
0.5012
0.5028

0.5039
N 5048

P4
0.0000
0.0833
0.0625
0.0469
0.0351
0.0264
0.0198
0.0148
0.0111
0.0083
0.0063
0.0047
0.0035
0.0026
0.0020
0.0015

0.0011
N_00n

P5

0.0000
0.1111
0.0802
0.0579
0.0418
0.0302
0.0218
0.0158
0.0114
0.0082
0.0059
0.0043
0.0021
0.0022
0.0016
0.0012

0.0008
Nn_nnonaA

RS e e e e Nt Y P 15 1 S e e 11

M

P6

0.0000
0.1389
0.0965
0.0670
0.0465
0.0323
0.0224
0.0156
0.0108
0.0075
0.0052
0.0036
0.0025
0.0017
0.0012
0.0008

0.0006
Nn.nona

N

P8

0.0000
0.1389
0.0965
0.0670
0.0465
0.0323
0.0224
0.0156
0.0108
0.0075
0.0052
0.0036
0.0025
0.0017
0.0012
0.0008

0.0006
N nona

O

P9

0.0000
0.1111
0.0802
0.0579
0.0418
0.0302
0.0218
0.0158
0.0114
0.0082
0.0059
0.0043
0.0021
0.0022
0.0016
0.0012

0.0008
N _00naA

P10

0. ﬁwol 1.0000 .l

0.0833
0.0625
0.0469
0.0351
0.0264
0.0198
0.0148
0.0111
0.0083
0.0063
0.0047
0.0035
0.0026
0.0020
0.0015

0.0011
000N

H B M

Q

Sum

0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999

0.9999
N Qaqq

100%




N I

34
35
36
37
38
39
40
41
42
43
44
45
46

Ready

5)

F G

31
32
33
34
35
36
37
38
39
40
41
42

2 - ET

% Accessibility: Investigate

0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000

0.4928
0.4928
0.4928
0.4928
0.4928
0.4928
0.4928
0.4928
0.4928
0.4928
0.4928
0.4928

0.5070
0.5070
0.5070
0.5070
0.5071
0.5071
0.5071
0.5071
0.5071
0.5071
0.5071
0.5071

0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000

0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000

P
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000

Q
0.9999

0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999
0.9999




Ba

O 0O NN O L1 & W N =

—
o

-y

9 0.139 0.111 0.083

&

o
oo%ooooo

P8

o~

P9

0

0
0
0
0
0

0.722

0

P10

0

o O O O ©

0
0.750

=]
[T =Y

ﬁ. Arrace:

P4 start sSuUms
Kili%e laveetinatsa

G

Rolls

0

NO s WN =

start

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

W

0.000
0.083
0.145
0.192
0.227
0.253
0.273
0.288

L

0.000
0.167
0.292
0.386
0.457
0.509
0.549
0.579

P4

1.000
0.750
0.563
0.422
0.316

0.2370

0.178
0.133

P5

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

P6

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

P8

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

A (1] m . 1 <e

14

1 R8A4AGL




F G H | J K L M N O P Q i
19 16 0.000 0.329 0.661 0.010 0.000 0.000 0.000 0.000 0.000 1.0
20 17 0.000 0.330 0.663 0.008 0.000 0.000 0.000 0.000 0.000 1.0
21 18 0.000 0.330 0.664 0.006 0.000 0.000 0.000 0.000 0.000 1.0
22 19 0.000 0.331 0.665 0.004 0.000 0.000 0.000 0.000 0.000 1.0
23 20 0.000 0.331 0.666 0.003 0.000 0.000 0.000 0.000 0.000 10 |
24 21 0.000 0.331 0.666 0.002 0.000 0.000 0.000 0.000 0.000 1.0
25 22 0.000 0.331 0.667 0.002 0.000 0.000 0.000 0.000 0.000 1.0
26 23 0.000 0.332 0.669h 0.001 0.000 0.000 0.000 0.000 0.000 1.0
27 24 0.000 0.332 0.667 0.001 0.000 0.000 0.000 0.000 0.000 1.0
28 25 0.000 0.332 0.667 0.001 0.000 0.000 0.000 0.000 0.000 1.0
29 26 0.000 0.332 0.668 0.001 0.000 0.000 0.000 0.000 0.000 1.0
30 27 0.000 0.332 0.668 0.000 0.000 0.000 0.000 0.000 0.000 1.0 2
P4 @ < e

Ready E@ % Accessibility: Investigate Average: 2 Count: 11 Sum: 22 H E - ] + 154%




Leu LYY Markov Chains

After many steps, the system reaches the steady-state
condition, where: T

(n)

— 11m 12644

Good

6. Compute the steady state transition probability vector from
the start state to all other possible states

W L P4 P5 P6 P8 P9 P10
02222 01111 00833 0.1111 0.1389 0.1389 0.1111 0.0833]

1 0 0 0 0 0

0 1 0 0 0 0
0.0833 0.1667 0.75 0 0 0
0.1111 0.1667 0 0.7222 0 0
0.1389 0.1667 0 0 0.694 0
0.1389 0.1667 0 0 0.6944
0.1111 0.1667 0 0
0.0833 0.1667 0 0 0

s
W
L

P4 PS5 P6 P8 P9 Pl0_ P4
L e . %, [P=PS
P6
PS

P9

o

“H-F 7 - -
-

o

o

\Y% L P4 PS PO PRSP0
=S|% R K STy x]

-

S W L P4 P5 P6 P8 P9 P10
=[0.000 04928 05071 0.000 0.000 0.000 0.000 0.000 0.000]

Prof. Dr. Mohammad D. Al-Tahat 23 May 2022 12:37 PM Industrial Engineering Department
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= | Markov Chalns

H \“’( * 17: Ste bal ‘eturn time

The steady state probabilities* are defined as:

m;=lima;”,j=0,1,248

n—a0

|

These probabilities are independent of [aj(o)], can be
determined from the equation:

1y
anzl
j

The expected number of transitions before the system returns
to a state j for the first time is known as the mean first return
time or the mean recurrence time, computed from the equation:

i :L,j:0,1,2....

;

Prof. Dr. Mohammad D. Al-Tahat 23 May 2022 12:37 PM Industrial Engineering Department
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Markov Chains

o
| !

For the Game of craps, The mean first return times (rolls) are

computed as
S W L P4 P5 P6 PS8 P9 P10

a> , =[0.000 04928 0.5071 0.000 0.000 0.000 0.000 0.000 0.000]

start—rj

P 1

:u:mrt—bsmr! = 0 0 ot :usmrr—>P4 2 :u:rm-r—>P,< = /usrm-r—>P6 - /“:mrr—»PS = /usrm-r—>P9 = /lsrnrr—»PlO

1

Hatar>mt = 374928
w1V 1

St e
Histar f, 0.5071

= 2.03Rolls On Average

=1.97 Rolls On Average

If t‘ie player receive $50 if he wins and pay 45 for loose.
Estimate the expected payoff
=$50x 7
=$50x0.4928-845%x0.5071
=$1.82

—$45x 7

start—W start—L

Prof. Dr. Mohammad D. Al-Tahat 25 May 2022 12:04 PM Industrial Engineering Department
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Markov Chains
er 17: First P

A simpler way to determine the mean first return time for all
the states in an m-transition matrix, P, is to use the following

g = (XN, )" 1, =i

- I (m-1) identity matrix

- Nj: transition matrix P less its " row and j" column of target state j

- 1 (m-1 ) column vector with all elements equal to 1

Consider the passage from states S, L, P4, PS5, P6, P8, P9, and
P10, to W.
thus j =W, 1=S, L, P4, P5, P6, P8, P9, and P10

Prof. Dr. Mohammad D. Al-Tahat 25 May 2022 12:11 PM Industrial Engineering Department




Markov Chains
Chapter 17: First Passage Time

L P4 P5 P6 P38 P9 P10
0.1111 0.0833 0.1111 0.1389 0.1389 0.1111 0.0833 |

:
-

———

O 0 = O O O 9O
DEGE- O O© O O QO
C = O © © © © O

OO © © O = O
oo © 0 - O O
QO O O = O O O

L P4 PS5 P6 P8 P9 P10
-0.0833 -0.1111 -0.1389 -0.1389 -0.1111 -0.0833}

0
-0.1667
-0.1667
-0.1667
-0.1667 0.3056 0
-0.1667 0 0.2778
-0.1667 0 0

- - - =

o

-
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Markov Chains
or 17: First P

A simpler way to determine the mean first return time for all
the states in an m-transition matrix, P, is to use the following

|

o = (0-N) " 1, =i

- I: (n-1) identity matrix

- N;: transition matrix P less its j row and j™ column of target state j

- 1 (m-1 ) column vector with all elements equal to 1

Consider the passage from states S, P4, PS5, P6, P8, P9, and
P10, to W and L.

——
thus j = W,1=S, L, P4, PS5, P6, P8, P9, and P10

Operations Research
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fealyl 55 Markov Chains
igsmpil €/ Chapter 17: First Passage Time

[ N P4 P5 P6  PS P9 P10 |
¥ I = g0 0.0833 0.1111 0.1389 0.1389 0.1111 0.0833]| - -
Bew Mooz 1 000 O 0O \
010000O00O0 N T
T pEo™~1] 070 0 0 _ | |1
| B | P4 O 0.75 0 0 0 0 o |||,
) 5% e 1
| Frsow Fpsar | B e R Ps | 0 0 0722 0 0 0 0 ]
| Mps, lpe .1 =
frear Ereat P6| 0 0 0 06944 0 0 0 |
by Mo s P00 1 0 | [1]
| P8| 0 0 0 0 06944 0 o || [;]
Lo gt Mol | 6050070850, 71 1]
| |l | PO 0 0 0 0 0 0722 0 | li
' f 7 a— ;
e iy - P10 0 0 0 0 0 0 0gsalli s
L2 8 P4 PS5 P6 P8 P9 P10 | :
. Sl T 0.3332 0.3999 0.4545 0.4545 0.3999 0.3332] |
Hsow Hsar | | s 11 .
| 1 1] [3.3752 3.3752
!
| ‘ 11 4 4
T ey ,
e ErSLT s | o 4 0 0 0 0 o | [1 1] |3.5997 35997
MHpsw HMps—z | = ‘ I , 5
| =|P5 | 0 0 3597 0 0 0 0 11 1|=[32723 32723
| Fresw Freaz ) lpe |0 0 0 32723 0 o | [1 1] |32723 32723
Mpsw Hpgr | o -~ =
| |P8 | 0 0 0 0 32723 0 0 11 1| [3.5007 3.5997
i'“‘"“" e [ Po |0 0 0 0 0 35997 0. | 11| 4 a4 |
/s Kot
Uinowr Frserd [pyg | 0 0 0 0 0 0 4 | |
[t takes 3.38 rolls on average to pass from S to W, and 3.38 rolls to pass from S to L
It takes 4 rolls on average to pass from P4 to W, and 4 rolls to pass from P4 to L
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Markov Chains
ter 17: First Passg

A simpler way to determine the mean first return time for all
the states in an m-transition matrix, P, is to use the following

o] = (0-N) " 1, =i

- I: (n-1) identity matrix
- Nj: transition matrix P less its j row and j" column of target state j
- 1 (m-1 ) column vector with all elements equal to 1

Consider the passage from states\P4, PS5, P6, P8, P9, and P10,

tOWang 1. \/\05

thus | =W, L, 1= P4, P35, P6, P8, P9, and P10
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Markov Chains

Chapter 17:

| Hpssw Hpasy |
| Hpsaw Hpsur
| Hpssm Hpesr
| Hpsow HMpgr

:

| Hposwr HMpor

,_/IPIO—»H' Hpro-z |

Hps_w A 0
Hpsw
Hpsir : 0
Hps i 0
Hpo_n 0

0

| Hpro—w Mpro-1 |

First Passage Time

0

0.2778 0

0.3056
0
0
0

0

0

0
0.3056

0

0

Prof. Dr. Mohammad D. Al-Tahat 25 May 2022
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Markov Chains

—

Hpssw Mpasr
Hpssw Hpsst
Hpssw Hpe-r
Hpssw HMpysi
Hposw HMposr

| Hprosw Mpro-rL |

Hpssw Hpsst
Hpssw Hpsoi
Hps>w Hper
Hpssw Hpsi

Hpo_sw HMpo_

| M prosw Hpro-L |

Prof. Dr. Mohammad D. Al-Tahat 30 May 2022
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Markov Chains

o el L7 oe Probability

To determine the probability that the system will pass to
absorbing state j if it begins in transient state 1 (First passage
probability, (fp;;). I'he following equation is used

fp, =(I-N.J'T,

- I: (n-1) identity matrix

- N;: transition matrix P less its j" row and j" column of targeted
absorbing state j

- T The transition probabilities matrix from the transient state 1 to
the desired absorbing state j
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iealaJL 5 - e of Craps
s\ &3/ Find thei Absorbing State Probabilities]?

)

P4 P5S P6 P8 P9 P10 W L
0.083 0.111 0.139 0.139 0.111 0.083 0.222 0.111

o o0 0 0 _ i
0 o 0 SO
075 0 0 0.083
0 0  0.111
0 0.139
0 0.139 fp=[I-N]"'T
- |

0.111 "
Wi Lose
0.750 0.083 (0.493 0.507 | Start

0.333 0.667 | P4
0.400 0.600 | P5
0.455 0.545 | P6
0.455 0.545 | P8
0.400 0.600 | P9
0.333  0.667 | P10

= the probability that The
system will pass to
absorbing state j if it begins
In transient state |.

= B — B — B — B — B — B — R — R =

0
0
0
0
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P =

Prof. Dr. Mohammad D. Al-Tahat 25 May 2022

P10

S
P4
P5
P6
P8
P9

P10
W

F

S

= B — B — B — I — B — i — R — i =)

oooooococm

The Game of Craps
Find the Absorbing State Probabilities ?

/
P4 PS P6 P8 P9 P10
0.083 0.111 0.139 0.139 0.111 0.083
0 0 0 0 0 0
0 0 0 0 0 0
0.75 0 0 0 0 0

0 0722 0 0 0 0

0 0 0694 0 0 0

0 0 0 0694 0 0

0 0 0 0 0722 0

0 0 0 0 0 0.750

P4 PS5 P6 P8 P9 P10
0.083 0.111 0.139 0.139 0.111 0.083
0.75 0 0 0 0 0

0 0722 0 0 0 0

0 0 0694 0 0 0

0 0 0 0694 0 0

0 0 0 0 0722 0

0 0 0 0 0 0.750

0 0 0 0 0 0

0 0 0 0 0 0

12:33 PM

=

=

Zeros

N T

0 1

Transient Absorbing
Identity }

fp=[I-N]"'T

fd =

Wi

0.493
0.333
0.400
0.455
0.455
0.400

Lose

0.507 |

0.667
0.600
0.545
0.545
0.600

system

0.333

will

0.667 |

= the probability that The
pass to

Start
P4
P5
P6
P8
P9
PTO—

absorbing state j if it begins
| in transient state |i.




The Game of Craps
First passage Probabilities

r{5|R1} * Pr{7|R2

Pr{9|R1} * Pr
0.083 * 0.167 + 0.111 * 0.167 +
0.139 * 0.167 + 0.139 * 0.167 +
0.111 * 0.167 + 0.083 * 0.167 = 0.111

=

Roll (R) | Start - Win | Start t Los

Su

Cumulative

The probability
Remarks | that the first

Pr{7,11} | Pr {2,3,11}
0.222 0.111

0.3

0.333

passage from
start to Lose
will take 2 roll is

0.077 0.111

0.522

0.111

0.055 0.080

0.656

0.039 0.057

0.753

0.028 0.041

Prof. Dr. Mohammad D. Al-Tahat 30 May 2022
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The Game of Craps
First passage Probabilities

not(4,7) not(5,7) not(6,7) not(8,7) not(9,7) not(10,7)

Pr{4|R1} Pr{7|R2)

Operations Research - |

S 1 2 3 3 5
Possible Paths of a 2 step transition for the game of craps Roll (n)
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The Game of Craps
First passage Probabilities

0.083 * 0.083 + 0.111 * 0.111 +
0.139 *0.139 + 0.139 * 0.139 +
0.111 * 0.111 + 0.083 * 0.083 = 0.077

Roll (R) | Start - Win | Start - Lose

Cumulative

The probability

1 Pr{7,11} | Pr{2,3,11}
0.111

0.333

0.522

0.656

0.753

0.822

Remarks | that the first
passage from
start to Win will
take 2 roll is
0.077

Prof. Dr. Mohammad D. Al-Tahat 30 May 2022
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AN The Game of Craps
igmyiL\E8) First passage Probabilities

not(4,7) not(5,7) not(6,7) not(8,7) not(9,7) not(10,7)

Pr{8|R1} /
P38 = //

P6

p5 [Pri5IR1} ,
/ Pr{5|R2) 4

/

Pr{4|R1} Pr{4|R2}

S0 1 2 3 3 5
Possible Paths of a 2 step transition for the game of craps Roll (n)
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Pr{4|R1} * (1-Pr{4}- Pr{7})A3*Pr{4|R5} +
Pr{5|R1} * (1-Pr{5}- Pr{T})A3*Pr{5|R5) +
Pr{6[R1} * (1-Pr{6}- Pr{7})A3*Pr{6|R5} +
Pr{8|R1} * (1-Pr{8}- Pr{7})A3*Pr{8|R5} +
Pr{9|R1} * (1-Pr{9}- Pr{7})A3*Pr{9|R5) +
Pr{10|R1} * (1-Pr{10}- Pr{7})A3*Pr{10|R5)
0.083 * (1- 0.083 — 0.167) A3* 0.083 +
0.111 * (1- 0.111 — 0.167) A3* 0.111 +
0.139 * (1- 0.139 — 0.167) A3* 0.139 +
0.139 * (1- 0.139 — 0.167) A3* 0.139 +
.
:

(
0.111 * (1- 0.111 — 0.167) A3* 0.111 +
0.083 * (1- 0.083 — 0.167) A3* 0.083 = 0.028

The probability
Roll (R) | Start - Win | Start - Lose Cumulative | Remarks | that the first
passage from

1 Pr{7,11} Pr {2,3,11} A 0.333 ot toWin will
0.222 0.111 take 5 roll is

0.077 0.111 : 0.522 wat

0.055 0.656
0.039 /();257/ 0.097 0.753
0.028 }«- 0.041 0.069 0.822
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The Game of Craps
First passage Probabilities

Pr{8|R1}
L A

p5 |Pr5IR1} ; : 2 Pr{5|R5}

\

P4
1

(1-Pr{4}- Pr{7}) (1-Pr{4}-Pr{7}) (1-Pr{4}-Pr{7})

Pr{4|R1) et

W

S0 1 2 3 4 5
Possible Paths of a 5 step transition for the game of craps Roll (n)
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Continuous Time Markov Chains ctMmcs
ATM Machine

To illustrate the elements of the stochastic process model, we use the example of a single
Automated Teller Machine (ATM) located in foyer of a bank. The ATM performs banking
operations for people arriving for service. The machine is used by only one person at a
time, and that person said to be in service. Others arriving when the machine 1s busy must
wait in a single queue, and these people are said to be in the queue. Following the rule of
first-come-first-served, a person in the queue will eventually enter service and will
ultimately leave the system. The number in the system is the total of the number in service
plus the number in the queue. The foyer is limited in size so that it can hold only five

people. Since the weather i1s generally bad in this part of the country, when the foyer is
full, arriving people do not enter. We have gathered statistics on ATM usage that show the
time between arrivals averages 30 seconds (or 0.5 minutes). The time for service averages
24 seconds (or 0.4 minutes). Although the ATM has sufficient capacity to meet all
demand, we frequently observe queues at the machine and occasionally customers are
lost.

We want to perform an analysis to determine statistical measures that describe the number
of people in the system, the waiting time for customers, the efficiency of the ATM
machine, and the number of customers not served because there is no room in the foyer.
We intend to use these statistics to guide managers in design questions such as whether
another ATM should be installed, or whether the size of the foyer should be expanded.
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ml;.llf'?f\g Continuous Timé Markov Chains\ctmcs

ig3myill k‘\'i?‘,‘“,!? / The Stochastic Process

= Definition: a stochastic process
Is a collection of random variables {x, }, where t is a time index
that takes values from a given setT

' Arrival (a), Duration (¢, -to) s Sevice e —
| Random variable Xx; | ““'—> S0 i
-, 7 A‘I’M

Priority Rule: FCFS

search

= Definition: Markovian Property
Given that the current state is known, the conditional probability of the
next state depends only on the current state and not on the past.

D .
~

= Definition: A discrete-time Markov chain (Markov chain)

iIs a stochastic process with the following characteristics
1. A discrete state space $S={0,1,2,34,....}
2. Markovian property
3. The one-step transition probabilities, p; , from time n to time n+1
remain constant overtime (termed stationary transition probabilities)

perations

O
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Continuous Time Markov Chains cTMCs
The Stochastic Process

Definition: A Continuous-Time Markov Chain (CTMC)

In CTMC, Markovian property must hold for all future times instead of just for
one step
The process remains in each state for an exponential distributed length of time
and then, when jumps, it jumps as though it were DTMC.

1 Hypothetical realization of a CTMC

State space

T, Ta T4
Time

4. When a CTMC is generalized by allowing the state to be continuous, we have
what is referred to as a Markov Process
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Continuous Time Markov Chains cTMCs

%

ool ool ) AXTES EXAI RIS

= A single Automated Teller Machine (A ) located in the foyer of a bank. Only e person can

use the machine at a time, so a queue forms when two or more customers are present. Following
the rule of first come first served (FCFS), a customer in the queue will receive service and leave.
The foyer is limited in size and can hold only four people arriving customers balk when the foyer
Is full. Statistics on the usage of this ATM indicate that the average time between arrivals is 30
second (0.5 Minute) whereas the time for service average 24 second ( 0.4 Minute).

W e want to perform an analysis to determine on average :
the number of people in the system
The waiting time for customers Maximum queue size 4
The efficiency of the ATM

' Banking Function Leaving

not another ATM should be installed
the size of the foyer should be expanded. Pnonty Rule: FCFS
= State transition network

e ——————

Number of customers not served. i S ’ f

= State is the number of customer in system S ={0,1, 2, 3,4, 5} — Q‘wa’e — tfﬁd- <
= State increases and decreases by an arrival (a) or a departure (d) —>OP s aHitns wh n C/Lw\.
= When system is full the states reaches 5 and no other arrivals occur until there is a departure
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Continuous Time Markov Chains cTMCs
Rate Network: ATM Example

Arrival activity (a) 4 "

Customer arrives in D u l'atl on Arrival of next Customer

; : 1
queue Mean time betweenamvals = Y = > Event: arrival (a)

S
-

Amvalrate =A=
= Service activity

Service acngy (d) 2 Q
Customer appears in Duration Customer Departs
front of ATM Average Time of service Event: service completion
(1/|J - td =04 MiﬂUtE) Departure (d)
Random variable, Poisson process
Mean time for service activity = E =0.4 , Servicerate =u=2.5

= Rate Netxork:
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Continuous Time Markov Chains ctMmCs

l
J

’/ Rate Matrix R

: ATM Example

General Rate Matrix
System State index
m‘-1

ro.m 1

r1 m1

| = Rate matrix contains the transition rate from state i to state |

Rate matrix for the ATM example

3 45 | " SR
0

Prof. Dr. Mohammad D. Al-Tahat 1 June 2022
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Continuous Time Markov Chains cTMCs
Transient Solutions: ATM Example

General Rate Matrix ' m-1
: a; = Zl‘ij
System State index i
m-1 : .

rO.m-1— 1- Aao Aro1 Ar02 L Al’o’m_1 |

Iy ma Ar12 1-A01 AI’12 - Ar1.m_1

0 _l _Arm,«‘.o Arm_“ Arm 42 e 1- AGM_1 j

For the ATM example, the Markov chain transition matrix is

0 1 2 3 4 5
AA 0 0 0 0

Ap  1-A(A+p) AA 0 0 0
Ap 1- A(A + ) AA 0 0

0 Ap 1- A(A + ) AA 0

0 0 Ap 1-AA+p) AA

0 0 0 Ap 1-Ap |

—_

, ForA=2,and p=2.5

Where P is a state transition matrix determined from the rate matrix R
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Continuous Time Markov Chains cTMCs
Transient Solutions: ATM Example

For the ATM example, the Markov chain transition matrix is
0 1 2 3 4
1-2A 24 0 0 0

)
0
25A 1-45A 2A 0 0 0
0 254 1-45A 24 0 0
0 0 25A 1-45A 2A 0
0 0 0 25A 1-4.5A 2A
i 0 0 0 25A 1-2.5A°
To approximate transient probabilities at any time (t) an increment A should be
used. ( CTMC at any time (t) is divided into DTMC with (n) period each period is A)

where (t) = (n).(A) 10 Fefd
letA=0.05for(t=1) (n=1/0.05) = 20 steps ¢ -ﬁ; é
2

2 < =

HO shes
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Continuous Time Markov Chains cTMCs
Transient Solutions: ATM Example

A=005for(t=1) (n=1/0.05) = 20 steps

0
- 0.9

0.125
0

0
0
poe= |

Step
Min.

0
0.05
0.1

0.2
0.25

1
0.1

0.775

2
0

0.1

0.125 0.775

0 0125 0.775

0
0

Current
0

0
0

0
1.000
0.900
0.823
0.761
0.712
0.671

3
0

0
0.1

0.125 0.775

0

4

5
0 0
0 0
0 0
0

0.1
0.1

| =0 State vectorat A, t =1

0.125 0.875

=1State vectorat A,t =1
=2 State vectorat A, t=1
=3 State vectorat A, t=1
=4 State vectorat A, t=1
=5 State vectorat A,t=1

201

i
0
1
2
3 0.15
4
5
6

0.3

10.05

0

0.637

0.271 0.217

0.173

0.139

0.111 0.089

1.000
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izl 5577 Continuous Time Markov Chains cTMmcs
(7=9) : :
igsy¥l (&8 Transient Solutions: ATM Example

o
D
= —o— State O
§ -=— State 1
O —— State 2
(=W
- —>¢ State 3
-?,—’, - State 4
= -e— State 5
=

O 2 -1 6 8 10 12 14 16 18 20

* Transient solution: is the probability distribution of the number of customers in the
system as a function of the time since opening at 8:00 AM

- Transient period: When the state of the system is influenced considerably by the initial
conditions — customers queued up for service.

- Steady state or equilibrium: when the probability distribution becomes less

dependent on the initial conditions, so state probabilities approach constant values. It does
so only in time limit as time goes to infinity.

. Probability State Vector: Transition Matrix for a DTMCs consist of m State vectors
at any period
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Continuous Time Markov Chains cTMCs
Transient Solutions: ATM Example

2 4
0 0

S
25A 1-45A 2A 0
0 25A 1-4.5A 2A 0
0 0 25A 1-45A 24
0 0 0 25A 1-45A 2A
0 0 0 0 25A 1-2.5A

|

0
0
0
0
2.

érfw'”"j
A= 0.025 for (=1) (n=1/0.025) = 40 Steps ), 11\ C/oaGun g opy oV
IAZ> /OK_CC(/LfOLC'\{

0 1 2 3 B 5
‘I 0" 0.95 0.05 0 0 0 0
|

0 1 2 3 4 5

0[1-2a 2A 0 0 0 0

1254 1-45A 2A 0 0 0 | 100625 0875 005 0 0 0

| 254 1-454 2A 0 0 | 2 0 00625 0875 005 0 0

0 25A 1-45A 2A o |73 o 0 00625 0875 005 0

0 25A 1-45A 2A | 4 0 0 0 00625 0875 0.05
0

0 0 25A 1-2.5A] 5| 0 0 0 0.0625 0.9375
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iwaldd 5577 Continuous Time Markov Chains cTMCs

=)

|
iyl &3 Transient Solutions: ATM Example
| M Step N
&  #  Current O 1 2 3 4 5
0 0 O 1000 0000 0000 0.00 0000 0000 1.000
1 0.025 0 0.950 0.050 0.000 0.000 0.000 0.000 1.000
2 0.05 O 0906 0092 0003 0.000 0000 0000 1.000
3 0.075 O 0866 0127 0007 0.000 0.000 0.000 1.000
4 0.1 O 0831 0156 0012 0.000 0.000 0.000 1.000
404 101 0 0272 0217 0173 0139 0.111 0.089 1.000

405 10.125 O 0.2710.217 0.173 0.139 0.111 0.089 1.000
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izaldd 527 Continuous Time Markov Chains cTMCs
iyl \EH) Transient Solutions: ATM Example

Transient Computations for the ATM Example with A = 0.025

Steps, n Time (min) 90 q, q, qx qs

0 ] 0
40 0.435 0.160
80 0.348 0.175
—0.311 0.175
0.292 0.175
0.282 0.174
0.277 0.174

Steady state (17 =) o  (m5 =0.27)(": =0.217)rg =0.|73)(’P§=0.1391n§/=0.1 1 1)(7:; =0.089 )

The ATM is idle 0.271 of the time

The efficiency of the machine is 1-0.271 = 0.729

The proportion of customers obtaining immediate service is 0.271

The proportion of customers who arrive and find the system full is 0.089
The proportion of customers who wait is: 1- 0.27(1 —0.089 = 0.640

The expected average number in the system is Zi-ﬂ? = 1.868 customers
i=0
Throughput rate ( average customers passing through system) =A(1-7z) = 1.822 Cust. /Min.

Operations Research

Balking rate (average customers lost to the system) = 7—’"? = 0.178 Cust. /Min.
The average time in system = average number/ throughput rate = 1.868/1.822 = 1.025 Min
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The

ATM is idle 0.271 of the time:

The efficiency of the machine is 1-0.271 = 0.729
The proportion of customers obtaining immediate service is 0.271
The proportion of customers who arrive and find the system full is 0.089

The proportion of customers who wait is: 1- 0.271 — 0.089 = 0.640

5

Zi.ﬂ,"iD
The expected average number in the system is =0 =1.868
customers

Throughput rate (average customers passing through system) =
P
M1-75) = 1 822 Cust. /Min.

Balking rate (average customers lost to the system) = ME =0.178
Cust. /Min.

The average time in system = average number/ throughput rate =
1.868/1.822 = 1.025 Min



7: Steady-state probability vector

Limiting state vector

m,=lim__ p{,i,j=01,..,m-1

n(P-1)=0
n=r, m .. m)
I Poo P - - Pomu ]
plO pll " " pl,m—l
P=
| Pmao Pmas -+ Pmoama]
1 0 0]
0 1 0




_((poo)_l) Poy v Poma |
P1o ((pn)_l) o pl,m—l
(P-1)=
L Pm-1,0 Pm-11 o ((pm—l,mfl)_l)_
_((poo )_1) Po - Poma |
Pio ((pll)_l) - pl,m—l
[7fp ©~ . . mm,] - . . : =fo o . . 0l®
L pm—l,O pm—l,l o ((pm—l,mfl)_l)_
((poo )_1)750 + Py +. 0 P (nm—l) =0
P17 + ((pll)_l)nl +.o. pm—l,l(nm—l) =0
Po,m-1To P ™ et ((pm—l,m—l)_lxnm—l) =0

We Have m equations in m unknowns, one of these equations is redundant and must be replaced by equation (1), the first column of matrix (2) is replaced by equation

(1), we obtain

i Po1 - Po,m-1 |
1 ((pll)_l) o pl,m—l
[7':0 U Tcm—l] . :[1 0 0]
_1 Pm-11 Co ((pm—l,m—l)_l)_
R T
1 ((pn)_l) - pl,m—l
A, =

L opos - (Poans)-1)



e,=[L 0 . . 0]

A, =€,

for the computer repair example we have

0 1 2 0
0006 0.3 0.1 0|1l
P=108 0.2 0.0 , =110
2(1.0 0.0 0.0 2|0
0o 1 2
o/l 0.3 0.1
A,=1/1 -08 0.0
2(1 0.0 -1.0
A, =¢,
0 1 2
1 0.3 0.1

[r, m, m,]]1 -08 00 |=fL 0 0]

1 00 -10

T, + m+ m,=1
0.3n, —0.8m, +

O k O«

=0=mn, =0.375n,
0.1n, — n,=0=mn,=0.1n,

0 1 2
o/—04 03 0.1
11 0.8 -08 0.0
21 1.0 00 -1.0

m, +0.375m, + 0.1, =1=> 1, = 0.6780, 7, = 0.25425, 7, =0.0678
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